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A new charge-on-spring (COS) model for water is introduced (COS/D). It includes a sublinear dependence
of the induced dipole on the electric field for large field strength to include the effect of hyperpolarizability
by damping the polarizability. Only two new parameters were introduced to define the damping of the
polarizability. In the parametrization procedure, these two damping parameters, the two Lennard-Jones
parameters, the charge on the oxygen, and the distance between the virtual site and the oxygen atom were
varied to reproduce the density, the heat of vaporization, the dielectric permittivity, and the position of the
first peak in the radial distribution function of liquid water at room temperature and pressure. In this way, a
model was obtained that correctly describes a variety of thermodynamic, dynamic, and dielectric properties
of water while still preserving the simplicity of the COS model, which allows a straightforward introduction
of explicit polarization into (bio)molecular force fields.

1. Introduction

Faithful biomolecular simulation critically depends on the
accuracy of the force field used. The most widely used general
biomolecular force fields are all based on van der Waals and
electrostatic nonbonded interaction terms using fixed (atomic)
partial charges. Within this framework, polarization is only
accounted for by structural rearrangement of (fragments of)
molecules. Improved accuracy is to be reached by variation and
optimization of the force field parameters. For example, the
GROMOS (GROningen MOlecular Simulation) force field,
based on reproducing the thermodynamic properties for small
molecules, still improved its accuracy during the past decade.
The newest parameter set 53A6 is able to reproduce the free
energies of apolar (cyclohexane) and polar (water) solvation
for typical biomolecular compounds.1 However, a limitation of
a nonpolarizable force field became eminent in this study. The
attempt to simultaneously reproduce for polar compounds the
free enthalpy of hydration and the density and heat of vaporiza-
tion of the pure liquids by a combination of a (fixed) charge
distribution and a set of van der Waals parameters failed for
most functional groups considered.1 This is not surprising as
one expects the degree of (electronic) polarization of the solute
to be larger when solvated in water compared to that in
cyclohexane, which can only be achieved by using a polarizable
molecular model or force field. Another example of the
inadequacy of nonpolarizable force fields is the absence of the
experimentally known maximum in the solvation free enthalpy
of argon at intermediate composition of ethylene glycol and
water mixtures using nonpolarizable models.2 These and other
findings reinforce the idea that a further improvement of
biomolecular force fields should include polarizability.3-9 There
are several ways to introduce dipolar polarizability into classical
simulations,10,11 the point polarizable dipole model (PPD),12-14

the charge-on-spring (COS)15 (also called Drude oscillator16 or
shell)17 model, and the fluctuating charge (FQ)18 model. GRO-

MOS polarizable force fields make use of the COS model11 to
integrate polarizability as it leads to simple formulas and is
computationally efficient.

One additional deficiency of most polarizable models, apart
from their larger demand for computing power than nonpolar-
izable ones, is their tendency to show overpolarization, leading
to the polarization catastrophe and a static dielectric permittivity,
ε(0), that is too large.19 There are several approaches to resolve
these problems. The polarization catastrophe can be avoided
by a big enough repulsive Lennard-Jones term20 leading to
dipole-dipole distances larger than (4R2)1/6, by spreading the
polarizability over more sites,21 which lowers R and therefore
the critical distance (4R2)1/6, by introducing a distance-dependent
damping factor for short-distance dipole-dipole interactions to
keep them finite,22 or by substituting the linear dependence of
the induced dipole µbind on the electric field Eb for all values of
Eb for a sublinear dependence for large field strengths,11,23,24

which can be achieved by making the polarizability R electric-
field-dependent. A remedy against a too large static dielectric
permittivity ε(0) is, for example, use of a polarizable site that
is off of the charge site25 or again a sublinear behavior for µbind

for large field strengths. The method used in this paper,
following an earlier described idea,11,23 is the damping of the
polarizability RD ) RD(E) for large Eb in an analytical way

where R is the original polarizability, E the value of the electric
field Eb, and p and E0 are adjustable parameters of the model.
The dependence of the induced dipole µind on the electric field
E (µbind along Eb) with a damped polarizability RD is displayed
in Figure 1. The physical idea behind this approach of damping
the polarizability R is to account for hyperpolarizability in a
simplified scalar way as the linearity of µbind ) REb is breaking
down beyond some value of E. Nonlinear polarization effects
begin to become significant at a field strength of 20-30
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V/nm26-28 (about 150-250 (kJ mol-1 nm-3)1/2) which is a
strength that is comparable to the mean field strength in aqueous
solution.29,30 The chosen damping in Equation 1 can straight-
forwardly be included in biomolecular force fields where many-
atom molecules are to be treated likewise.

Since our main interest is in simulating biological systems
at physiological temperature and pressure and since biomol-
ecules are generally solvated in water, our major goal was to
develop a water model that reproduces the bulk liquid phase
properties of water at room temperature and pressure as well
as the nonpolarizable and previously developed polarizable
models do. The gas phase properties of water, more representa-
tive for an isolated water molecule in a protein, are of less
importance and the simulation of ice was merely done for
completeness, as this phase is of little interest in biomolecular
simulations.

The following properties were chosen for calibrating the
parameters (p, E0, qO, dOM, C12, and C6) of the model: the heat
of vaporization ∆Hvap, the density F, the static dielectric
permittivity ε(0) estimated by the average molecular dipole 〈µ〉
as predicted by Figure 2, and the position of the first peak in
the oxygen-oxygen radial distribution function gOO(r), all at
about 298 K and 1 atm. Using the optimized model parameters,
other thermodynamic and dynamic properties and the solvation
free energy of an argon probe were calculated to test the
performance of the water model. To complete the study, the
gas-phase dimer and the Ih ice were simulated.

2. Methods Section

2.1. Developing the Model. The damped model is based on
previous COS models11 in which the electric field Ebi, which
influences the damping and the induced dipole, is taken at the
position of the COS charge of the virtual site of atom i.31 The
dependence of the polarizability of the virtual site of atom i,
Ri, on the electric field Ebi at the COS of the virtual site of atom
i, Ri ) Ri(|Ebi|), was chosen such that the induced dipole µbi

ind

depends linearly upon the electric field Ebi up to a certain field
strength E0,i and then levels off to a constant value, as shown
in Figure 1. Additionally, the function and its first derivative
are to be continuous, which leads to the following formula for
the induced dipole

where pi is a parameter that determines the damping. This is
like replacing the harmonic force constant ki

HO of the spring by
a harmonic force parameter ki

HO(E) that depends on the strength
of the electric field Ebi and becomes larger above the truncation
parameter E0,i. The self-polarization contribution to the potential
energy, Uself, also becomes dependent on the electric field

with Uself ) ∑iUself,i, where i runs over all polarizable centers.
2.2. Simulation Methods. A cubic box with an edge length

of 3.1057 nm was filled with 1000 water molecules, resulting
in a density of 997 kg/m3, corresponding to the density of liquid
water at 298 K and 1 atm.32 Molecular dynamics simulations
were performed at constant pressure and temperature (NpT
conditions) with the GROMOS96 package,33,34 modified to
incorporate the damped polarizable model. The geometry of the
water molecules was constrained by applying the SHAKE
algorithm35 with a relative geometric tolerance of 10-4 on the
OH bond length and on the intramolecular HH distance. The
temperature was weakly coupled36 to a bath of 298.15 K with
a relaxation time of 0.1 ps, and the pressure was weakly
coupled36 to a bath of 1 atm with a relaxation time of 0.5 ps.
The isothermal compressibility was set to the experimental
value32 of 7.513 × 10-4 (kJ mol-1 nm-3)-1. The nonbonded
van der Waals and electrostatic interactions were calculated
using triple-range cutoff radii of 0.8/1.4 nm. The short-range
interactions were calculated every time step by updating the
molecular pair list for distances smaller than the first cutoff
radius of 0.8 nm. For the intermediate range of distances
between 0.8 and 1.4 nm, the pairlist was only updated every
fifth time step, and at the same time, the interaction was
calculated and kept unchanged between these updates. The long-
range electrostatic interactions beyond the outer cutoff of 1.4
nm were represented by a reaction field37,38 with εRF ) 78.5.
The equations of motion were integrated using the leapfrog
algorithm with a time step of 2 fs. The velocities of the atoms
at the beginning of the simulation were assigned from a Maxwell

Figure 1. Dependence of the induced dipole µind on the electric field
strength E (eq 1). The solid line is the linear dependence up to E0, the
dotted line is the damped part for p ) 2, the dashed is for p ) 4, and
the dash-dotted is for p ) 8.

Figure 2. Relation between the static dielectric permittivity ε(0) and
the average molecular dipole moment 〈µ〉 as observed in simulations
of liquid water. The dotted line is a linear regression on the solid lined
error bars, which were obtained from the parametrization (COS/DA,
COS/DB, COS/DC, COS/DD, COS/DE, COS/DF) simulations. The error
bar with the dashed line was obtained using the COS/D model.
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distribution at 298 K. During the runs, configurations of the
system were saved every 0.5 ps. The various properties for the
COS/D water model were taken from a 2 ns simulation that
followed a 50 ps equilibration period. To enhance convergence,
the dielectric properties were calculated from 10 separate
independent runs of 5 ns at 298.15 K. The starting structure of
the ice Ih simulation was taken from the 3 × 2 × 2 unit cell
with 96 water molecules constructed by Hayward and Reimers39

containing 12 copies of the smallest unit cell for ice Ih that
contains 8 water molecules. To ensure a big enough box for
the triple range cutoff, this 3 × 2 × 2 unit cell was copied
three times along each of the x-, y-, and z-axes. This box then
had edges with sizes of 4.056, 4.684, and 4.416 nm. The
structure was first equilibrated in five NVT simulations (each 5
ps long) with the temperature increasing from 1 to 50 K followed
by three NpT runs (each 5 ps long) with the temperature
increasing from 50 to 100 K. The simulation was performed at
100 K and 1 atm for 2 ns, and the configurations of the system
were saved every 0.5 ps.

2.3. Parametrization. The model parameters were fit to
reproduce the experimental density F and heat of vaporization
∆Hvap at room temperature and normal pressure. The heat of
vaporization was calculated using the following formula

where ∆Hvap is the experimental molar heat of vaporization, Uliquid

is the computed intermolecular potential energy per mole, p the
pressure, and ∆V the molar volume change between liquid and
gas. R is the gas constant, and T is the absolute temperature. Qint

and Qext are quantum corrections. Qint accounts for the difference
in the vibrational energy between water in the liquid and the gas
phases. Qext is a correction due to the intermolecular interaction in
the liquid and is the difference in the vibrational energy calculated
quantum mechanically and classically. At 298 K, this adds up to
a total quantum correction40 of Q ) -0.23 kJ mol-1.

Additionally, the average molecular dipole moment 〈µ〉 (as
an approximation for the very slowly converging dielectric
permittivity ε(0)) and the first peak in the radial distribution
function between the oxygens, gOO, were chosen as reference
points to be reproduced. The geometry was set to the experi-
mental gas-phase values, and for R, the experimental polariz-
ability of water was used, first only the electronic contribution
and then including the vibrational contribution as the geometry
of the water molecules was kept rigid.

The parameters that were varied were the charge qO ) -2qH

(and accordingly the distance between the oxygen and the virtual
site dOM to keep the dipole at the experimental value), the attractive
van der Waals parameter C6, the repulsive van der Waals parameter
C12 (both for the O-O interactions), the damping parameter p,
and the truncation parameter E0.

2.4. Analysis. 2.4.1. Radial Distribution Function g(r). The
structure of liquid water is characterized by a short-range
order and a long-range disorder. This is reflected by the radial
distribution function g(r), which is experimentally available,
for instance, through neutron diffraction.41 The pair distribu-
tion function g(r) gives the probability of finding another
atom at a distance r from a given atom, relative to the
probability expected for a completely uniform distribution
at the same density, and can be calculated by a simple
histogram summation in radial shells over all molecules in
the system.

2.4.2. Self-Diffusion Coefficient D. The diffusion coefficient
is obtained from the long-time limit of the mean square
displacement according to the Einstein relation42

where rb(t) corresponds to the position vector of the center of
mass at time t and the averaging is performed over both time
and water molecules. In a similar way, we can calculate the x-,
y-, and z- components of the diffusion constant D.

2.4.3. Rotational Correlation Times τl
r. Reorientational

correlation functions, Cl
R(t), are calculated for three different

axes R, the H-H vector, the O-H vector, and the molecular
dipole vector µb, according to

where Pl is the Legendre polynomial of order l and ebR is a unit
vector pointing along the R-axis in a molecular reference frame.
Cl

R(t) shows in general an exponential decay, which can,
therefore, be fitted using the following expression

where τl
R denotes the single-molecule correlation time and A is

a constant. The H-H and O-H relaxation can be obtained from
1H -1H and 17O- 1H dipolar relaxation NMR experiments,
whereas the molecular dipolar orientational correlation function
is experimentally obtained from optical measurements such as
Raman scattering, fluorescence depolarization, or Kerr relaxation
experiments.43-45

2.4.4. Dielectric PermittiWity ε(0). The static dielectric
constant or permittivity ε(0) is calculated from the fluctuations
in the total dipole of the simulation box according to a
Kirkwood-Fröhlich-type equation derived by Neumann46

where εRF is the relative dielectric permittivity of the reaction
field continuum that is used in the simulation, Mb is the total
dipole moment of the system, V is the volume of the box, kB is
the Boltzmann constant, T is the absolute temperature, and ε0

is the dielectric permittivity of vacuum.
2.4.5. Debye Relaxation Time τD and Frequency-Dependent

PermittiWity ε(ω). The Debye relaxation time τD can be obtained
by calculation of the normalized autocorrelation function Φ(t)
of the total dipole moment of the system

This function Φ(t) generally shows two decays, the first one
being so fast that the used time resolution (a sampling rate of
two per ps) is not able to capture it. It can, therefore, be
approximated by a Heaviside function θ(t). The second decay
is a single exponential decay. The Φ(t) function looks then as
follows47

∆Hvap(T) ) -Uliquid(T) + p∆V + Qint + Qext )
-Uliquid(T) + RT + Q (4)

D ) lim
tf∞

〈( rb(t) - rb(0))2〉
6t

(5)

Cl
R(t) ) 〈Pl(ebR(t) · ebR(0)〉 (6)

Cl
R(t) ) A exp(- t

τl
R) (7)

(ε(0) - 1)( 2εRF + 1

2εRF + ε(0)) ) 〈Mb 2〉 - 〈Mb 〉2

3ε0VkBT
(8)

Φ(t) ) 〈Mb (0)Mb (t)〉
〈Mb 2〉

(9)
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The frequency-dependent dielectric permittivity ε(ω) of the
system can be obtained from the normalized autocorrelation
function Φ(t) of the total dipole moment Mb of the system, using
its Fourier-Laplace transform48

Assuming Debye dielectric behavior after the first initial phase,
one has47-50

Inserting eq 10 into eq 11 and using eq 12, one finds the infinite-
frequency dielectric permittivity ε(∞)

and the Debye relaxation time τD

with

2.4.6. Finite and Infinite System Kirkwood Factors Gk and
gk. The finite system Kirkwood factor Gk measures the orien-
tational correlation between a single dipole and all of its peers.
It is determined from

where N is the number of molecules and µ is the dipole moment
of a single molecule. The finite system Kirkwood factor Gk

depends on the boundary conditions (εRF) and the box shape.
For our simulation conditions, the relation to the infinite system
Kirkwood factor gk,49 which is available experimentally, is

2.4.7. Heat Capacity Cp. The heat capacity at constant
pressure can be approximated40 according to the formula

where Utot is the total energy per molecule and Qint is the
quantum contribution of the intramolecular vibrational modes

to the specific heat, while Qext is the difference between the
quantum mechanical and classical intermolecular vibrational
energy. These quantum contributions add up to about -9.3 J
mol-1 K-1 at 298 K and 1 atm.

For this purpose, we carried out three additional NpT
simulations of 1 ns each (plus an initial 100 ps of equilibration)
at 298, 318, and 338 K.

2.4.8. Thermal Expansion Coefficient r. The thermal ex-
pansion coefficient R is calculated using a finite-difference
expression51

2.4.9. Isothermal Compressibility KT. The isothermal com-
pressibility κT can be obtained by the following finite-difference
expression52

where F is the density of the system. For this purpose, we carried
out three additional NVT simulations of 1 ns each (plus an initial
100 ps of equilibration) at densities of 947.0, 997.0, and 1047.0
kg m-3.

2.4.10. Surface Tension γ. The surface tension can be
calculated using the following expression

where Lz is the length of the box in the z direction, 〈...〉 denotes
a time averaging, and pii are the diagonal elements of the
pressure tensor. To calculate the surface tension, an additional
1 ns simulation was performed with a box of 1000 particles,
where the box length in the z direction was extended to 15 nm.

2.4.11. Free Enthalpy of SolWation ∆GS. The free enthalpy
of solvation ∆GS of argon as a case of a hydrophobic probe
can be determined via Widom test particle insertion53 of an argon
probe with van der Waals parameters C6 ) 6.2647225 kJ mol-1

nm6 and C12 ) 9.847044 kJ mol-1 nm12 and a polarizability54

(1/4πε0)R of 1.586 × 10-3 nm3. For 600 water configurations
of the simulation, 2.1 × 105 test insertions were performed.

Φ(t) ) (1 - A)(1 - θ(t)) + A exp(-t/τs) (10)

(ε(ω) - 1)
(ε(0) - 1)

(2εRF + ε(0))

(2εRF + ε(ω))
) ∫0

∞ (-dΦ
dt ) exp(-iωt)dt

(11)

ε(ω) - ε(∞)
ε(0) - ε(∞)

) 1
1 + iωτD

(12)

ε(∞) ) 1 + (1 - A)(ε(0) - 1)
1 + Aλ

(13)

τD ) (1 + Aλ)τs (14)

λ ) ε(0) - 1
2εRF + 1

(15)

Gk ) 〈M2〉 - 〈M〉2

N〈µ2〉
(16)

gk )
(2εRF + ε(0))(2ε(0) + 1)

3ε(0)(2εRF + 1)
Gk (17)

Cp ≈
U2

tot - U1
tot

T2 - T1
+ ∂Qint

∂T
+ ∂Qext

∂T
(18)

TABLE 1: Effects of the COS/D Model Parameters on the
Properties of Liquid Watera

F ∆Hvap Rmax 〈µ〉

increasing qH v vv ∼ v
increasing R v v ∼ v
increasing C12 V VV v ∼
increasing C6 v v VV ∼
increasing p V V ∼ V
increasing E0 v v ∼ v

a Symbols and variables: One arrow: dependence visible; two
arrows: stronger dependence; tilda: neglegable dependence; qH:
charge of the H atom; R: molecular polarizability; C12: repulsive
oxygen-oxygen Lennard-Jones parameter; C6: attractive oxygen-
oxygen Lennard-Jones parameter; p: damping parameter; E0:
truncation parameter; F: density; ∆Hvap: heat of vaporization; Rmax:
first peak in the oxygen-oxygen radial distribution function; 〈µ〉:
averaged molecular dipole moment.

R ) 1
V(∂V

∂T )p
≈ -(ln(F2/F1)

T2 - T1
)

p
(19)

κT ) - 1
V(∂V

∂p )T
) 1

F(∂F∂p)T
) (∂ ln(F)
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≈ (ln(F2/F1)
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)

T

(20)

γ )
Lz

2 〈(pzz -
1
2

(pxx + pyy))〉 (21)
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From the volume- and Boltzmann-weighted average of the
interaction energy Uint between the argon probe and the solvent
molecules, ∆GS was calculated from53,55

where V is the volume of the box. Uint contains two terms2 in
case of a polarizable argon probe. One is the van der Waals
term, and the other one is the induced dipolar interaction energy
Udip

for simplicity taken from linear response theory (without
damping), where E is the size of the electric field at the argon
probe due to all other partial charges (including charges-on-
spring).

Argon solvation solute-solvent (uv) interaction enthalpies
∆Huv and entropies T∆Suv were determined via

and

Note that ∆Huv and T∆Suv are not directly available from
experiment. Because there are no solute-solute interactions in
a single argon probe and the solvent-solvent interaction
enthalpy and entropy cancel exactly,55,56 the solute-solvent
terms are the ones that determine the driving force of the
solvation.2,55

3. Results

3.1. Liquid Phase. 3.1.1. Variation of Model Parameters.
The impact of changing a single force field parameter on the
properties of the water model derived from observations made
during the parametrization process are summarized in Table 1,
the details are given in Tables 2 and 3, and the final COS/D
model parameters are presented in Table 4. These properties
are the heat of vaporization (∆Hvap), the density (F), the position
of the first maximum in the oxygen-oxygen radial distribution
function (Rmax), and the average molecular dipole moment (〈µ〉).

A first approach starting from the COS/B2 model (Table 4),
where the charge on the spring is attached to the oxygen, did
not lead to satisfying results for COS/DB type of models (Table
2). Fitting both the density F and the heat of vaporization ∆Hvap

to the experimental values while keeping the radial distribution
function g(r) and the dielectric permittivity ε(0) close to the
experimental values turned out to be impossible for the COS/
DB type of model. A fraction of the results of the parametriza-
tion are shown in Table 2 to illustrate this.

Next, the COS/G2 model (Table 4), which has its charge-
on-spring attached to a virtual site M at a distance dOM from
the oxygen on the molecular symmetry axis on the side of the
H atoms, was used as a starting point. For this COS/D type of
model, a satisfactory parameter set could be found (Table 3).
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The density is increased when increasing the charge of
the hydrogen atoms while also increasing the distance
between the virtual site and the oxygen to keep the permanent
dipole constant, the polarizability, or the truncation parameter
or when decreasing the damping parameter as all of this
increases the Coulombic interaction, leading to a denser
packing. Obviously, the density will increase upon increasing
the attractive van der Waals parameter or decreasing the
repulsive oxygen-oxygen van der Waals parameter.

The heat of vaporization shows a qualitatively similar
dependence on an increase or decrease of the parameters as
the density but a bit stronger one on a change of the charge
on the hydrogen atoms and on increasing the repulsive
oxygen-oxygen van der Waals parameter. An increase of
the van der Waals well depth (εLJ ) C6

2/(4C12)) leads to a
decrease of the heat of vaporization, which is due to the fact
that the Lennard-Jones potential energy is positive for liquid
water. This complicates the parametrization.

The position of the first peak in the oxygen-oxygen radial
distribution is only dependent on the oxygen-oxygen van
der Waals parameters, proportional to the repulsive one and
a bit stronger than the reverse proportional to the attractive
one. The latter shows a stronger effect.

The average molecular dipole is not sensitive to the
oxygen-oxygen van der Waals parameter. As expected, it
responds with increasing upon increasing the polarizability or
the truncation parameter or upon decreasing the damping
parameter.

The observed dependencies indicate that by varying these six
parameters, the experimental values of the four observables
should be reproducible.

The final parameters that we chose for the COS/D model are
given in Table 4 together with those of a few previous water
models to which the COS/D model is compared in the next
subsection.

3.1.2. Comparison of the COS/D Model with Other Models.
The nonpolarizable models SPC57 and SPC/E58 and the
polarizable models COS/B220 and COS/G225 were selected
for comparison to the COS/D model because a wide range
of liquid state properties are available for these models.20,25,59

For a comparison of such properties for yet other water
models, we refer to refs 60-64.

Thermodynamic Properties. In Table 5 the energetic proper-
ties and the densities of the SPC, SPC/E, COS/B2, COS/G2,
and COS/D models are given. The density F of the SPC model
is known to be too low. The densities of the polarizable
models COS/B2, COS/G2, and COS/D and the SPC/E model
are in better agreement with experiment. The heat of
vaporization ∆Hvap is in accordance with experiment for all
models except SPC/E, which has a larger value because of
the additionally integrated polarization energy.58

The main contribution to the potential energy Upot is the
Coulombic energy Ucmb. The contribution from the Lennard-
Jones energy ULJ is 17-25%. For the polarizable models, the
polarization energy Uself is between a fourth and a third of the
potential energy Upot.

The surface tension γ shows too low values for SPC and
SPC/E water, a tendency that is also observable with other water
models.65 The COS/D model has a surface tension close to the
experimental value.

The heat capacity Cp and the thermal expansion coefficient
R are shown for three different models in Table 6. The heat
capacity Cp is reasonably well reproduced by all models. The
coefficients of thermal expansion R are overestimated by theT
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old models, which means that they all change their density
F too much with changing temperature, while the COS/D
model has a coefficient of thermal expansion R that is slightly
too low.

The isothermal compressibility κT is listed in Table 7 for the same
three water models. All models show results consistent with experiment.

Dynamic Properties. The dynamic properties of the models
are listed in Table 8. The SPC water model shows a too large
diffusion coefficient D, and the rotational relaxation times τl

R

TABLE 6: Heat Capacity Cp and Thermal Expansion
Coefficient r at 1 atm Pressurea

T/[K] Utot/[kJ mol-1] Cp/[J mol-1 K-1] F/[kg m-3] R/[10-4 K]

Exp
298 75.3276 99732 2.5732

318 75.3176 99032 4.2232

338 75.4376 98032 5.5432

SPC20

298 -33.72 972
74.2 8.13

318 -32.25 956
73.7 9.99

338 -30.59 937

COS/B220

298 -34.65 997
86.7 10.1

318 -32.73 977
85.2 11.0

338 -30.84 956

COS/D
298 -34.40 997

62.2 1.3
318 -32.97 994

62.2 3.5
338 -31.54 987

a Variables: T: temperature; Utot: total energy; F: density.

TABLE 7: Isothermal Compressibility KT of Different
Water Models at 298 Ka

F/[kg m-3] p/[atm] κT/[10-6 atm-1]

Exp
997 1 45.832

SPC20

947 -447.08
54.7

997 475.77
39.8

1047 1706.43

COS/B220

947 -931.64
55.0

997 3.6
37.8

1047 1297.0

COS/D
947 -1112.8

46.2
997 1.3

37.2
1047 1318.0

a Variables: F: density; p: pressure.

TABLE 4: Parameters of Three COS Polarizable Water Models and the SPC and SPC/E Models for Comparisona

model exp SPC57 SPC/E58 COS/B220 COS/G225 COS/D

number of force sites 3 3 4 5 5
dOH/[nm] 0.0957(3)(gas),70 0.0970(5)(liq)71 0.1 0.1 0.1 0.09572 0.09572
∠HOH/[deg] 104.52(5)(gas),70 106.1(18)(liq)71 109.47 109.47 109.47 104.52 104.52
dOM/[nm] 0.022 0.0257
p 8
E0/[kJ mol-1 nm-3]1/2 99
qH/[e] 0.41 0.4238 0.373 0.5265 0.5863
qO/[e] -0.82 -0.8476 -0.746 0 0
qM/[e] -1.0530 -1.1726
µ0/[D] 1.85572 2.27 2.35 2.07 1.85 1.855
qpol/[e] -8.0 -8.0 -8.0
R(4πε0)-1/[10-3 nm3] 1.494(7) 0.930 1.255 1.4945
C6/[10-3 kJ mol-1 nm6] 2.61735 2.61735 2.75691 3.24434 3.25
C12/[10-6 kJ mol-1 nm12] 2.63413 2.63413 3.01500 3.45765 3.45

a Variables: dOH: OH bond length; ∠HOH: HOH bond angle; dOM: oxygen-virtual M site distance; p: damping parameter; E0: truncation
parameter; qH: partial charge on the hydrogen; qO: partial charge on the oxygen; qM: partial charge on the virtual M site; µ0: fixed molecular
dipole moment; qpol: COS polarisation charge; R: molecular polarizability (which is the mean electronic polarizability (1.457(3)(4πε0)-1 × 10-3

nm3)73 plus the vibrational contribution (0.037(4πε0)-1 × 10-3 nm3)74 in the low-frequency limit); C6: attractive Lennard-Jones coefficient; C12:
repulsive Lennard-Jones coefficient, both for oxygen-oxygen interactions.

TABLE 5: Liquid State Properties of Different Water Models at 1 atm and 298.15 K (for expt, SPC, SPC/E, COS/D) and 300
K (for COS/B2, COS/G2)a

model expt SPC20,59,65 SPC/E59,65 COS/B220,75 COS/G225 COS/D

T/[K] 298.15 300.7 301.0 302.5 302.8 296.8
p/[atm] 1 5.5 0.93 0.8
F/[kgm-3] 99732 972 994 992 997 997
∆Hvap/[kJ mol-1] 44.0519 43.7 48.8 44.2 44.0
γ/[mN m-1] 71.665 53.4 61.3 72.9
Upot/[kJ mol-1] -41.540 -41.3 -41.7 -41.3 -41.8
Ucmb/[kJ mol-1] -48.2 -64.0 -70.9
Uself/[kJ mol-1] - 11.5 15.4 16.5
ULJ/[kJ mol-1] 7.0 10.7 12.7

a Variables: T: temperature; p: pressure; F: density; ∆Hvap: heat of vaporization; γ: surface tension; Upot: total potential energy; Ucmb:
Coulomb energy; Uself: self-polarization energy; ULJ: Lennard-Jones energy.
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are too short, which points to a too large mobility of this model.
All polarizable models lower the value for the diffusion
coefficient D. For the rotational relaxation times τl

R, the picture
is not so clear. In the SPC/E, the COS/G2, and the COS/D
models, the rotational relaxation is slower than that in experi-
ment, while the COS/B2 has almost the same values as the SPC
model.

Dielectric Properties. Table 9 displays the dielectric properties
for the different water models. The dielectric permittivity ε(0)
is too low for the nonpolarizable models and too high for the
polarizable ones, except for the damped COS model (COS/D).
The dielectric permittivity ε(0) is directly related to the average
molecular dipole 〈µ〉, as shown in Figure 2 and discussed by
Guillot.19 Guillot predicts a dipole moment of 2.4 D to reproduce
the dielectric permittivity correctly, while Figure 2 suggests a
value of 2.41 D. Experimentally, the value of the averaged
dipole 〈µ〉 in liquid water remains uncertain. The most recent
experimental result suggests an average dipole moment 〈µ〉 of
water in the liquid phase of 2.9 ( 0.6 D,30 while ab initio
calculations predict a value between 2.33 and 3.0 D.66-69

The Debye dielectric relaxation time τD gives an approxima-
tion for the relaxation time of the hydrogen bond network. In
contrast to the SPC model, the other models show larger Debye
dielectric relaxation times τD than experiment. This overestima-
tion is most probably due to the overestimation of the dielectric
permittivity ε(0) as they are related (see eq 14) and the lower
mobility, as seen in Table 8.

Structure. The radial distribution functions (RDF) g(r) for
the O-O, O-H, and H-H distances are shown in Figure 3 for
the COS/D model in comparison to the experimental data at 1
atm and 300 K. The overall shape of the radial distribution
functions gOO of the COS/D model is comparable to the one
derived from experiment.41 As in other polarizable models,20

the first peak is overestimated, indicating a slightly overstruc-
tured liquid. The coordination numbers of 4.5 for the experiment
and 4.3 for the COS/D model are obtained by integrating g(r)
to the first minimum in the curve (0.336 nm). The second and

third peaks for the COS/D are slightly more pronounced than
the curves derived from experimental data.

The gOH curve shows the same type of agreement as the gOO

curve. The first peak is too pronounced and is shifted toward
longer distances. The second peak has the correct height but is
shifted toward shorter distances.

For the gHH curve, the agreement with experimental data is
good, with an only marginally shifted first peak.

3.2. Gas Phase. The dimer geometry as defined in Figure 4
was optimized for COS/D. It was calculated by performing a
global conformational search in three dimensions (ROO, θ, and
φ) with the geometry of the monomers constrained to be rigid.
The results are compared to the experimental findings in Table
10.

While all models give results close to the experimental one
for the angle θmin, the experimental angle φmin is not properly
reproduced by any of them. This less tetrahedral-like association
of the monomers in the gas phase may lead to a deficiency in
the description of the liquid structure, such as a wrong or missing
density maximum. The wrong optimal dimer geometry also
influences the µdimer, which strongly depends on the orientation
of the molecules and is therefore not well reproduced by any
of the described models for liquid water.

The dimer separation distance ROO
min is underestimated by all

water models compared to the experimental value. Here, the

TABLE 8: Dynamic Properties of the Different Water
Models at 1 atm and 298.15 K (for expt, SPC, SPC/E,
COS/D) and 300 K (for COS/B2, COS/G2)a

model expt SPC59 SPC/E59 COS/B220 COS/G225 COS/D

D/[10-9 m2 s-1] 2.377 4.2 2.4 2.6 2.3 2.5
τ2

HH/[ps] 2.078 1.7 2.9 1.7 2.4 3.3
τ2

OH/[ps] 1.9579 1.6 2.6 1.6 2.2 3.1
τ2

µ/[ps] 1.9280 1.4 2.5 1.6 2.0 3.0

a Variables: D: self-diffusion coefficient; τ2
R: rotational relaxation

times of different molecular axes.

TABLE 9: Dielectric Properties of the Different Water
Models at 1 atm and 298.15 K (for expt, SPC, SPC/E,
COS/D) and 300 K (for COS/B2, COS/G2)a

model expt SPC59 SPC/E59 COS/B220 COS/G225 COS/D

µ/[D] 2.27 2.35 2.62 2.59 2.43
µind/[D] 0 0 0.58 0.78 0.56
ε(0) 78.481 66.6 73.5 121.6 87.8 69.8
ε(∞) 5.2,81 1.7982 2.67 3.18 2.37
τD/[ps] 8.381 6.2 12.1 14.9 9.2 14.1
Gk 2.64 2.66 2.99 2.6
gk 2.983 2.51 2.61 3.55 2.53 2.51

a Variables: µ: average molecular dipole moment; µind: average
induced dipole moment per molecule; ε(0): static dielectric
permittivity; ε(∞): infinite frequency dielectric permittivity; τD:
Debye dielectric relaxation time; Gk: finite system Kirkwood factor;
gk: infinite system Kirkwood factor.

Figure 3. Liquid-phase radial distribution function at room temperature
and pressure for the oxygen-oxygen pair (top), the oxygen-hydrogen
pair (middle), and the hydrogen-hydrogen pair (bottom). The experi-
mental results41 are shown with a dashed line and the ones of the COS/D
model with a solid line.

Figure 4. Definition of the water dimer geometry with the angles φ

and θ and the distance ROO that define the relative position and
orientation of the monomers. Three atoms of the left monomer lie in
one plane with the oxygen of the right monomer. The clockwise angle
between the angular bisector of the left monomer and ROO is θ. The
vector between the hydrogen atoms of the other monomer is perpen-
dicular to the mentioned plane. The counterclockwise angle φ is between
the angular bisector of the right monomer and ROO.
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COS/B2 and COS/G2 models give some improvement compared
to SPC and SPC/E, but the COS/D model shows an even smaller
separation.

The binding strength that is overestimated by the nonpolar-
izable models SPC and SPC/E is better reproduced by the
polarizable models COS/B2 and COS/G2. The damped polariz-
able model COS/D still gives a too strong binding strength
which is, however, closer to the experimental one than that of
the nonpolarizable models.

The difference in the potential energy between the optimized
dimer structure and the ideal dimer structure is, however, only
2.9 kJ mol-1, a difference that can easily be overcome in a
simulation at room temperature.

3.3. Ice. To complete the investigation, the results for the Ih

ice are shown in Table 11. The COS/G2 and the COS/D models
give only a slightly too high density F. The dipole is lower for
the COS/D model, as is expected as a direct result of the
damping.

3.4. Hydrophobic Solvation. The results for the solvation
of an argon probe in water are given in Table 12. The COS/D
model does slightly better than COS/G2 and SPC/E. Compared
to SPC, it shows a 20% larger compensation of the argon
solvation solute-solvent interaction enthalpy ∆Huv, and the
entropic argon solvation solute-solvent interaction costs ∆Suv.
This leads to a slightly higher solvation free enthalpy ∆GS. We
note that the argon model was not parametrized using a COS/D
type of polarizable model.

4. Conclusion

The presented polarizable water model is of the COS type,
which avoids complex evaluation of the dipole-dipole interac-
tions and forces as all electrostatic interactions are point charge

interactions. The polarizable COS/D model has five interaction
sites per molecule. Compared to the nonpolarizable SPC model
with three interaction sites per molecule, the computational costs
are approximatly a factor 5 higher. The introduced damping
mimics the effect of hyperpolarizability in a scalar isotropic
way.

The introduced damping of the polarizability R allows for a
reduction of the dielectric permittivity ε(0) of polarizable models
to values significantly under the experimental value. It reduces
the effect of overpolarization, but it influences other quantities.
Especially the radial distribution function gOO(r), which was
rather insensitive to a variation of parameters in previous
parametrizations,25,59 showed a visible response. Using a COS
model with its virtual charge site at the oxygen position, it turned
out to be impossible to simultaneously obtain the heat of
vaporization ∆Hvap, the density F, the radial distribution function
gOO(r), and the dielectric permittivity ε(0) close to their
experimental values. By using a virtual site that is different from
the oxygen positon, a better model could be derived, the COS/D
model.

The average dipole moment of the water molecules 〈µ〉 turned
out to be a fast computable first approximation for the slowly
converging dielectric permittivity ε(0). Yet, the targeted dielec-
tric permittivity ε(0) of 78.5 was not exactly reached for the
COS/D model with a value of 69.8 and an average molecular
dipole 〈µ〉 of 2.43 D.

For the pure liquid, the inclusion of damped polarizability
does not significantly improve the reproduction of thermody-
namic properties. Yet, the developed COS/D model is expected
to show more realistic behavior in simulations in which single
water molecules are in different sites experiencing different
electricfieldstrengths, suchas inproteinsorwithinprotein-protein
or protein-DNA interfaces.
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